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1 Introduction

Different software testing and analysis techniques use finite state automata (FSA) inferred from execution traces to model the behavior of a software system and help software engineers to re-engineer [2], debug [3, 4], or identify failures and anomalies in the software [5–7]. FSA inference algorithms generate FSA that accept and generalize strings of symbols received as input [8–17].

We described the kBehavior inference engine in [1]. kBehavior has been successfully adopted to infer FSAs that model the behavior of different software systems. In particular, it has been successfully applied to derive FSAs from both traces collected by monitoring the activity of software components [1,6,18] and standard log files produced by Enterprise systems [19–21].

This report analyzes kBehavior complexity and complements the algorithms description in [1]. The report proceeds as follow: Section 2 recalls some background on Finite State Automata, Section 3 overviews the kBehavior algorithm, Section 4 presents the analysis of kBehavior complexity, Section 4 concludes the report.

2 Finite State Automata

This Section recalls some definitions required to understand the kBehavior algorithm and calculate its complexity.

A Non-Deterministic Finite State Automaton is a 5-tuple \((Q, \Sigma, \delta, q_0, F)\), where

- \(Q\) is a non-empty finite set of states,
- \(\Sigma\) is a non-empty finite set of input symbols or input alphabet,
- \(\delta : Q \times \Sigma \rightarrow \mathcal{P}(Q)\) is the transition function that maps pairs of ⟨state, symbol⟩ into subsets of states,
- \(q_0 \in Q\) is the initial state,
- \(F \subseteq Q\) is the set of accepting states.

If the function \(\delta\) maps every pair ⟨state, symbol⟩ to a single state, that is \(\delta : Q \times \Sigma \rightarrow Q\), the automaton is deterministic. \(\Sigma^*\) denotes the set of all input strings over \(\Sigma\). Given \(\alpha \in \Sigma^*\), \(|\alpha|\) denotes the length of \(\alpha\). Given \(\alpha = \beta \gamma \in \Sigma^*\), we say that \(\beta\) is a prefix and \(\gamma\) is a suffix of \(\alpha\). \(\delta^*\) denotes the straightforward extension of the transition function \(\delta\) to strings:

\[
\delta^*(q, \epsilon) = q \text{ where } \epsilon \text{ is the empty string},
\]

\[
\delta^*(q, a\alpha) = \delta^*(\delta(q, a), \alpha) \text{ where } q \in Q, a \in \Sigma, \text{ and } \alpha \in \Sigma^*.
\]

An input string \(\alpha\) is accepted by a finite state automaton (either deterministic or not) if \(\delta^*(q_0, \alpha) \cap F \neq \emptyset\). \(L(A)\) denotes the language accepted by a FSA \(A\), that is, the set of strings accepted by \(A\).

3 Overview of kBehavior

kBehavior is an inference engine that given a set of strings \(S\), builds a finite state automaton \(A\), whose language \(L(A)\) includes \(S\).
The algorithms that implement kBehavior are illustrated in the following boxes: Algorithm 1 shows the main algorithm that extends an inferred automaton to accept all the input strings one after the other; Algorithm 2 shows extendFSA the algorithm that initializes the automaton in case it is empty. Algorithm 3 presents addString which extends the given automaton to accept a string; finally Algorithms 4, 5 and 6 define the pattern, merge and addTail functions that are used in extendFSA and addString.

Algorithm 1 FSA kBehavior(S, k, kρ)

Require: a non-empty set of strings S that are processed by the algorithm
Require: two integers k and kρ, with k > 0 and either kρ = 0 or kρ ≥ k
Ensure: an FSA A that accepts all strings in S: S ⊆ L(A)

1: A ← ∅
2: for all s ∈ S do
3:   A ← extendFSA(A, s, k, kρ) //extend A by incrementally adding the string s
4:  end for
5: return A

Algorithm 2 FSA extendFSA(A, s, k, kρ)

Require: an automaton A with initial state q0
Require: a string s = ⟨s1, ..., sn⟩
Require: two integers k and kρ, with k > 0 and either kρ = 0 or kρ ≥ k
Ensure: an automaton A′ that accepts both the language accepted by A and s: s ∪ L(A) ⊆ L(A′)

1: if A == ∅ and s empty then
2:   return an automaton with 2 states connected by an ϵ transition
3: end if
4: if s not empty then
5:   l ← min(k, n) //select the first k symbols, if exist
6:   A ← linear automaton with l + 1 states (qi|0 ≤ i ≤ l) and l transitions labeled with the first l symbols of s ((qi−1, qi), si)|1 ≤ i ≤ l)
7:   q ← ql //model generation continues from this state
8:   s ← ⟨s{l+1}, ..., sn⟩ //the remaining portion of the string
9: else
10:   q ← q0 //model generation continues from the initial state, no changes to the string
11: end if
12: if s not empty then
13:   A ← addString(A, q, s, k, kρ) //extend A from state q with string s
14: end if
15: return A

kBehavior starts with an empty FSA, and processes strings incrementally. Given a string s ∈ S, the incremental step extendFSA modifies the input automaton A to extend L(A) with the input string s. When invoked with an empty automaton, extendFSA initializes the automaton to a simple linear automaton that accepts the prefix of length k of s and removes the prefix from s (line 6
Algorithm 3 FSA addString($A, q, s, k, k_\rho$)

Require: an automaton $A = (Q, \Sigma, \delta, q_0, F)$
Require: a state $q \in Q$ that is the starting point to extend $A$
Require: a non-empty string $s = \langle s_1, \ldots, s_n \rangle$
Require: two integers $k$ and $k_\rho$, with $k > 0$ and either $k_\rho = 0$ or $k_\rho \geq k$
Ensure: an FSA $A'$ that extends $A$ to accept $s$ from state $q$

//Prefix step
1: $\beta \leftarrow$ the longest $\langle s_1, \ldots, s_{max} \rangle$ accepted by $A$ from state $q$
2: if $\beta$ not empty then
3: $s \leftarrow \langle s_{max+1}, \ldots, s_n \rangle$
4: end if
5: $ls \leftarrow n - max$
6: if $s$ is empty then
7: return $A$
8: end if
9: $q \leftarrow \delta^*(q, \beta)$ //accepting state reached when accepting $\beta$
//Pattern step
10: $\langle \mu, \rho, \nu, q_\rho \rangle \leftarrow \text{pattern}(A, s, k, k_\rho)$
//Merge step
11: if $\rho$ is empty then //does not exist a subautomaton of $A$ that accepts a substring of $s$
12: $A_s \leftarrow \text{extendFSA}(\emptyset, s)$
13: $A \leftarrow \text{addTail}(A, q, A_s)$
14: return $A$
15: end if
16: $B \leftarrow \text{extendFSA}(\emptyset, \mu, k, k_\rho)$ //build an automaton that accepts $\mu$
17: $A \leftarrow \text{merge}(A, q, q_\rho, B)$ //merge $B$ with $A$ at states $q$ and $q_\rho$
18: $q \leftarrow \delta^*(q, \mu \rho)$ //accepting state reached when accepting $\mu \rho$
19: if $\nu$ is not empty then //is a tail of $s$ still not accepted by $A$
20: $A \leftarrow \text{addString}(A, q, \nu, k, k_\rho)$ //extend $A$ according to the remaining trace $\nu$
21: end if
22: return $A$
Algorithm 4 \langle \mu, \rho, \nu, q_\rho \rangle \text{ pattern}(A, s, k, k_\rho)

Require: an automaton $A = (Q, \Sigma, \delta, q_0, F)$
Require: a string $s = \langle s_1, \ldots, s_n \rangle$
Require: two integers $k$ and $k_\rho$, with $k > 0$ and either $k_\rho = 0$ (best matching mode) or $k_\rho \geq k$ (optimized mode)
Ensure: returns three strings $\mu$, $\rho$ and $\nu$ and a state $q_\rho$. If there exists a decomposition of $s = \mu \rho \nu$, such that $\rho$ is a substring longer than or equal to $k_\rho$ (optimized mode) or the longest substring longer than $k$ (best matching mode) accepted by $A$ from a state $q_\rho$, $\rho$ is non empty; otherwise, $\rho$ is empty and the value of $\mu$, $\nu$ and $q_\rho$ are not relevant.

1: $\rho \leftarrow \text{empty}$
2: $\text{length}_\rho \leftarrow 0$ //the length of $\rho$
3: for $i = 1$ to $n$
4: for all $q_j \in Q$
5: $l \leftarrow \text{the longest} \langle s_i, \ldots, s_{l+i} \rangle \text{ accepted by } A \text{ from state } q_j$
6: if $l > \text{length}_\rho \text{ and } l \geq k$ then
7: $\text{length}_\rho \leftarrow l$
8: $\mu \leftarrow \langle s_1, \ldots, s_{i-1} \rangle$
9: $\rho \leftarrow \langle s_i, \ldots, s_{l+i} \rangle$
10: $\nu \leftarrow \langle s_{l+i+1}, \ldots, s_n \rangle$
11: $q_\rho \leftarrow q_j$
12: end if //if $k_\rho \neq 0$ we use the optimized mode that returns a pattern when finding a string of length $l \geq k_\rho$
13: if $l \geq k_\rho$ and $k_\rho \neq 0$ then
14: return $\langle \mu, \rho, \nu, q_\rho \rangle$ //optimized mode
15: end if
16: end for
17: end for
18: return $\langle \mu, \rho, \nu, q_\rho \rangle$

in Algorithm 2). If $s$ is empty, kB-Inc initializes the automaton to the trivial automaton with two states connected by an $\epsilon$ transition (line 2 in Algorithm 2). If $s$ is shorter than $k$, extendFSA just returns the sequential automaton that accepts $s$. If $s$ is longer than $k$, kB-Inc removes the first $k$ symbols from $s$ and invokes the recursive step addString with the newly created linear automaton, the tail of the input string, and the parameter $q$ set to the final state of the linear automaton just created (line 13 in Algorithm 2). The parameter $q$ is the state from which kB-Rec starts searching for a subautomaton that accepts a substring of the given string $s$ to extend the automaton with $s$ itself, as discussed below.

When invoked with a non-empty automaton, extendFSA simply invokes addString (line 13 in Algorithm 2) with the parameter $q$ initialized to the initial state $q_0$ of $A$ (line 10 in Algorithm 2).

kB-Rec recursively processes an FSA $A$, a state $q$, and a string $s$ in three main steps: Prefix (from line 1 to line 9 in Algorithm 3), Pattern (line 10 in Algorithm 3), and Merge (from line 11 to line 18 in Algorithm 3).

In the Prefix step, addString identifies the longest prefix of $s$ accepted by $A$ starting from $q$(line 1).
Algorithm 5 FSA merge\((A, q_1, q_2, B)\)

**Require:** an automaton \(A = (Q, \Sigma, \delta, q_0, F)\) that will be augmented with \(B\)

**Require:** a state \(q_1 \in Q\) that will be connected to the initial state of \(B\)

**Require:** a state \(q_2 \in Q\) that will be connected to the final state of \(B\)

**Require:** an automaton \(B = (Q', \Sigma', \delta', q'_0, F')\) that will be merged in \(A\)

**Ensure:** an FSA \(A'\) that extends \(A\) with \(B\)

//avoid spurious loops: if the two states \(q_1\) and \(q_2\) are the same state \(q\), function split creates two new states \(q_1\) and \(q_2\), such that all transitions entering \(q\) enter \(q_1\) and all transitions exiting \(q\) exit \(q_2\)

1: if \(q_1 == q_2\) then
2: \(Q \leftarrow Q \cup q_{\text{new}}\) //extend \(Q\) with a new state \(q_{\text{new}}\)
3: for each transition from \(q_1\) to \(q_i\), extend \(\delta\) with a transition from \(q_{\text{new}}\) to \(q_i\) and the same label
4: eliminate from \(\delta\) all transitions from \(q_1\) to any state
5: extend \(\delta\) with an \(\epsilon\) transition from \(q_1\) to \(q_{\text{new}}\)
6: \(q_2 \leftarrow q_{\text{new}}\)
7: end if
8: \(Q \leftarrow Q \cup Q'\)
9: merge \(q'_0 \in Q'\) with \(q_1 \in Q\)
10: merge each state in \(F'\) with \(q_2 \in Q\)
11: \(\Sigma \leftarrow \Sigma \cup \Sigma'\)
12: \(\delta \leftarrow \delta \cup \delta'\) //add transitions in \(\delta'\) to \(\delta\)
13: return \(A\)

Algorithm 6 FSA addTail\((A, q, B)\)

**Require:** an automaton \(A = (Q, \Sigma, \delta, q_0, F)\)

**Require:** a state \(q \in Q\)

**Require:** an automaton \(B = (Q', \Sigma', \delta', q'_0, F')\)

**Ensure:** return \(A\) extended by merging \(q'_0\) with \(q\) and adding \(F'\) to \(F\)

1: \(Q \leftarrow Q \cup Q'\)
2: \(q'_0 \in Q'\) is merged with \(q \in Q\)
3: \(F \leftarrow F \cup F'\)
4: \(\Sigma \leftarrow \Sigma \cup \Sigma'\)
5: \(\delta \leftarrow \delta \cup \delta'\) //add transitions in \(\delta'\) to \(\delta\)
6: return \(A\)

In the Pattern step then addString looks for a substring \(\rho\) of \(s\) longer than \(k\) and accepted by a subautomaton of \(A\). This action is performed by the function pattern (line 10 in Algorithm 3) that is detailed in Algorithm 4. The pattern function can work in two modes, according to the value of parameter \(k_{\rho}\). If \(k_{\rho}\) is equal to 0 pattern works in best matching mode: it scans \(s\) sequentially and looks for the longest substring accepted by a subautomaton of \(A\). If \(k_{\rho}\) is greater than \(k\), pattern works in optimized mode: it stops looking for substrings accepted by a subautomaton of \(s\) when it finds a substring not shorter than \(k_{\rho}\).

In the Merge step addString first modifies \(A\) to accept the prefix \(\mu\rho\) of \(s\) from state \(q\) and then it extends \(A\) to accept the whole string.

If \(\rho\) is empty, there is no subautomaton of \(A\) that accepts a substring of \(s\) with at least \(k\) symbols. Thus, the Merge step of kB-Rec adds a tail to automaton
A by creating an automaton that accepts $s$ (line 11 to line 15 in Algorithm 3) and connecting $q$ to that automaton by invoking method addTail described in Algorithm 6.

If $\rho$ is not empty, the Merge step of kB-Rec first connects $q$ to $q_\rho$ by means of an automaton $B$ that accepts $\mu$, thus including $\mu\rho$ in $L(A)$, and then it continues processing $\nu$ (line 16 to line 18 in Algorithm 3). addString generates an automaton $B$ that accepts $\mu$ by calling extendFSA with $\mu$ and an empty automaton as parameters (line 16 in Algorithm 3). Then it includes $B$ in $A$ by merging $q$ with the initial state of $B$, and the final state of $B$ with $q_\rho$ (call of the merge function at line 17 in Algorithm 3).

Algorithm 5 shows the details of the merge function, which is straightforward except when invoked with $q = q_\rho$. In this case simply inserting $B$ by merging the initial and final states of $B$ with the same state creates a spurious loop. To avoid creating this spurious loop, the merge function splits $q$ into two states connected with an empty ($\epsilon$) transition, and merges $B$ with these two states (lines 1 to 7 in Algorithm 5).

Once the current FSA has been extended with $B$, kB-rec extends the automaton to accept the remaining substring $\nu$. If $\nu$ is empty addString can just return $A$ because it already accepts the string received as input. If $\nu$ is not empty addString invokes recursively addString with the new FSA, the string $\nu$, and $q$ as the initial state (line 20 in Algorithm 3). This extends $A$ to accept $\nu$ from $q$. kB-rec then returns $A$.

4 Complexity Analysis

This Section analyzes the complexity of the kBehavior algorithm in detail. In the analysis we assume that the following operations can be completed with constant time and can be considered as unitary when computing the algorithmic complexity: adding a transition to an automaton (this includes adding the initial or the final state), checking if a given state accepts a given symbol and merging two states.

In this Section we refer to the cost of computing the functions that are part of kBehavior by using the notation $T_f(args)$, where $T_f$ denotes the cost of computing the function $f$, and args are the length $l$ of the trace to be processed and the number $q$ of states in the automaton.

Following paragraphs estimate the best case complexity, an over-approximation of the worst case complexity when the inferred automaton is deterministic, an over-approximation of the worst case complexity when the inferred automaton is non-deterministic (which seldom occurs as discussed in Section 5) and an over-approximation of the average complexity of the algorithm.

Best Case Complexity

The best case is given by the analysis of a trace of length $l$ that is already accepted by the automaton. This trace is processed in $l$ steps by prefix acceptance (lines 1 to 7 of the Algorithm 3). The best case complexity is thus linear with respect to the length of the trace, which is the optimum algorithm to verify that a word of $l$ symbols belongs to the language accepted by a given automaton.
Worst Case Complexity When the Inferred Automaton Is Deterministic

To estimate the worst case complexity, we must estimate the complexity of the algorithms `merge`, `addTail`, `pattern`, `extendFSA` and `addString`.

The `merge` (Algorithm 5) and `addTail` (Algorithm 6) algorithms merge two pairs of states and one pair of states, respectively. They can be completed in constant time and do not significantly affect the overall complexity of the algorithm.

Given a substring `s` and an automaton `A`, the `pattern` algorithm identifies the subautomaton of `A` that accepts the longest substring of `s`. The initial state of the identified subautomaton can be any state of `A` (line 4 in Algorithm 4), and the initial element of the substring can be any element of `s` (line 3 in Algorithm 4). The complexity of `pattern` depends on the number of matches required to identify a subautomaton and a corresponding substring. Given a generic pair `<state, index>` that represents a state `state` of `A` and position `index` in `s`, the amount of required matches is maximum when the subautomaton with `state` as initial state accepts `kρ − 1` symbols of the substring that starts at position `index`. In fact, if the subautomaton accepts more than `kρ − 1` symbols, function `pattern` terminates and does not consider further pairs of states and positions, while if it accepts less than `kρ − 1` symbols, it skips the subautomaton and proceeds to the next one.

The worst case scenario is the (unrealistic) case of an automaton `A` that, from all its states, accepts all the possible substrings of length `kρ − 1` of `s`. In this case `T_{pattern}(q,l) < kρql`. Note that here we consider the case of deterministic automata, where at any step there is at the most one transition labelled with the considered symbol. We will consider the case of nondeterministic automata later in this appendix.

The analysis of the complexity of the algorithm `extendFSA` (Algorithm 2) is quite simple. When the input automaton is empty, in the worst case `extendFSA` creates a linear automaton with `k` transitions and invokes `addString` with the newly created automaton and the string without the first `k` symbols, thus, `T_{extendFSA}(0,l) = k + T_{addString}(k,l − k)`, where `k` is the kBehavior constant. When the input automaton is non-empty, in the worst case `extendFSA` initializes a variable and then invokes `addString`, thus `T_{extendFSA}(q \neq 0,l) = T_{addString}(q,l)`.

In the worst case, `addString` finds an empty prefix of the string `s` accepted by the automaton. In this case, `addString` looks for a substring `ρ` of `s` with at least `k` elements. If it finds such a substring, it decomposes `s` in `µρν`, invokes `extendFSA` to generate the automaton that accepts `µ` and invokes `addString` recursively to analyse `ν` with the automaton extended with the new transitions and states added by `extendFSA` (Algorithm 3). When it does not find a substring `ρ` with at least `k` elements accepted by the automaton, `extendFSA` adds the tail of `s` to the automaton (line 11 in Algorithm 3). We discus this case later in this section. In the following, we use the symbols `µ`, `ρ` and `ν` to denote both the substrings of `s` to be processed and their length.

The worst case scenario leads to the following worst case complexity of `addString`:

\[ T_{addString}(q,l) = T_{pattern}(q,l) + T_{extendFSA}(0,µ) + T_{addString}(q + q_{new},ν) = T_{pattern}(q,l) + k + T_{addString}(k,µ − k) + T_{addString}(q + q_{new},ν) \]

where `q_{new}` is the number of states added to the current automaton by invoking
extendFSA(0, μ).

The elements of the formula satisfy the following properties:

1. μ, ρ, ν is a partition of l, thus $l = μ + ρ + ν$

2. Let $p$ be the number of symbols removed from $s$ in each iteration, then $p = μ + ρ$ where $ρ$ is the substring already accepted by the current automaton of length at least $k$, and $μ$ is the (possibly empty) substring accepted by the automaton that extendFSA(0, μ) adds to the current automaton. $ρ ≥ k$ and $p ≥ k$.

3. Let $n$ be the number of iterations of kBehavior, then $l = np$, where $p$ is the number of symbols removed at each iteration from the string $s$. Property 2, implies that $n = \frac{l}{p} ≤ \frac{l}{k}$.

4. Property 2 implies that $μ = p − ρ ≤ p − k ⇒ μ − k ≤ p − 2k$. We can thus introduce the following over-approximation that increases the size of the problem $T_{addString}(k, μ − k) ≤ T_{addString}(k, p − 2k)$.

5. kBehavior adds at most $q_{new}$ states while processing a string of length $μ$, thus the maximum number of states added to the automaton corresponds to generating a linear branch with $μ$ states. This implies $q_{new} ≤ μ = p − ρ ≤ p − k$

6. Properties 1, 2 and 3 imply that $ν = l − p = np − p = (n − 1)p$.

7. Properties 5 and 6 imply that $T_{addString}(q + q_{new}, ν) ≤ T_{addString}(q + p − k, (n − 1)p)$.

Given the worst case complexity of the algorithm pattern, we can use properties 4 and 7 to over-approximate the worst case complexity of addString as follows:

$T_{addString}(q, l = np) < k_ρ ql + k + T_{addString}(k, p − 2k) + T_{addString}(q + p − k, (n − 1)p)$.

Since at each step we advance of $p$ symbols and $p − 2k < p$, $addString(k, p − 2k)$ is processed in one step after the execution of the function pattern. It derives that $T_{addString}(k, p − 2k) = T_{pattern}(k, p − 2k) < kk_ρ(p − 2k) ≤ kk_ρ p$.

We can update the worst case formula as $T_{addString}(q, l = np) < k_ρ ql + k + kk_ρ p + T_{addString}(q + p − k, (n − 1)p)$.

We now unfold a few steps of the recursion. $T_{addString}(q, l = np) < k_ρ ql + k + kk_ρ p + T_{addString}(q + p − k, (n − 1)p) < k_ρ ql + k + kk_ρ p + k_ρ(q + p − k)(n − 1)p + k + kk_ρ p + T_{addString}(q + 2p − 2k, (n − 2)p) < k_ρ ql + k + kk_ρ p + k_ρ(q + p − k)(n − 1)p + k + kk_ρ p + k_ρ(q + 2p − 2k)(n − 2)p + k + kk_ρ p + k_ρ q + T_{addString}(q + 3p − 3k, (n − 3)p)$. Since we know that the recursion consists of at most $\frac{l}{p}$ iterations, we can transform the recursion into a sum.

$T_{addString}(q, l = np) < k_ρ ql + \frac{l}{p}k + kk_ρ l + k_ρ \sum_{i=1}^{\frac{l}{p}}(q + ip − ik)(n − i)p = k_ρ ql + \frac{l}{p}k + kk_ρ l + k_ρ \sum_{i=1}^{\frac{l}{p}}(q + ip − ik)(n − i)p$.

Since $\forall i = 1, \ldots, \frac{l}{p}$, $q + ip ≥ ik$ and $n ≥ i$, we can identify an upper bound for the sum as follow:

$T_{addString}(q, l = np) < k_ρ ql + \frac{l}{p}k + kk_ρ l + k_ρ \sum_{i=1}^{\frac{l}{p}}(q + ip)np < k_ρ ql + \frac{l}{p}k + kk_ρ l + k_ρ \sum_{i=1}^{\frac{l}{p}}qn p + k_ρ \sum_{i=1}^{\frac{l}{p}}inp^2 = k_ρ ql + \frac{l}{p}k + kk_ρ l + k_ρ q \frac{l}{p} + \frac{l}{p} q \frac{l}{p} + \frac{l}{p} q \frac{l}{p} + \frac{l}{p} q \frac{l}{p} (\frac{l}{p} + 1)$
In the worst case, the number of symbols removed from a trace in one iteration is the smallest, that is \( p = k \). We thus have \( T_{\text{addString}}(q,l) = O(q^2 + l^3) \).

We still have to consider the complexity when the function \text{pattern} does not find a decomposition and \text{kBehavior} generates an automaton to be merged as a tail. In this case, the algorithm produces a linear automaton with \( k \) symbols, invokes \text{addString} with the newly generated linear automaton and the string without \( k \) symbols and merges the final result as a tail (line 11-15 of Algorithm 3).

When we add a tail, the complexity is \( T_{\text{addString}}(q,l) < k_p q l + k + T_{\text{addString}}(k,l-k) \). If \text{addString} finds some patterns, we already know that the worst case complexity of \( T_{\text{addString}}(k,l-k) \) is \( O(k(l-k)^2 + (l-k)^3) = O(l^3) \). Otherwise, if the algorithm continues adding tails, we have \( T_{\text{addString}}(k,l-k) < k_p k(l-k) + k + T_{\text{addString}}(k,l-2k) \). If we transform the recursion into a sum and we simplify the sum, we obtain \( T_{\text{addString}}(k,l-k) < \frac{k_p}{2} k^2 k + \frac{k}{p} k \). If we replace this result in the formula for the cost of the \text{addString} function for tail addition we have \( T_{\text{addString}}(q,l) < k_p q l + k + \frac{k_p}{2} k p + \frac{k}{p} k \). If again we substitute \( p \) with \( k \), we have \( T_{\text{addString}}(q,l) = O(q l^2 + l^3) \).

Thus, the worst case complexity of \text{addString} is upper bounded by \( O(q l^2 + l^3) \).

Since \text{kBehavior} processes traces by executing once the algorithm \text{extendFSA} once for each of the traces, and the computational cost of the algorithm \text{extendFSA} differs from \text{addString} only for a constant value, the worst case complexity of \text{kBehavior} when processing a trace has an upper bound of \( O(q l^2 + l^3) \).

**Worst Case Complexity When the Inferred Automaton Is Non-Deterministic**

To compute the worst case complexity in the non-deterministic case, we start from the general worst case upper bound \( T_{\text{addString}}(q,l) = T_{\text{pattern}}(q,l) + k + T_{\text{addString}}(k,\mu - k) + T_{\text{addString}}(q + q_{\text{new}},\nu) \)

If we consider the worst case of an automaton with all the states nondeterministically connected to every other state in the automaton, the cost of the pattern function increases. In the deterministic case, the pattern function checks at most \( k_p \) symbols of the string for every pair of state in the automaton and position in the string, leading to a worst case complexity of \( q l k_p \). In the non deterministic case, after the first check, \text{kBehavior} must consider \( q \) and not 1 state. Note that the case of a non-deterministic automaton with all the states completely connected with non-deterministic transitions to every other state in the automaton is not realistic, but represents a manageable over-approximation of the worst case scenario. In this case, we can derive an upper bound \( T_{\text{pattern}}(q,l) \leq q l q k_p = k_p q^2 l \).

All the relations that we have identified in the deterministic case are still true in the non-deterministic case, we can thus refine the formula with \( T_{\text{addString}}(q,l = np) < k_p q^2 l + k + k^2 k_p p + T_{\text{addString}}(q + p - k, (n-1)p) \).

By unfolding the recursion for some steps we obtain \( T_{\text{addString}}(q,l = np) \leq k_p q^2 l + k + k^2 k_p p + T_{\text{addString}}(q + p - k, (n-1)p) = k_p q^2 l + k + k^2 k_p p + k_p (q + p - k)^2 (n-1)p + k + k^2 k_p p + T_{\text{addString}}(q + 2p - 2k, (n-2)p) = k_p q^2 l + k + k^2 k_p p + k_p (q + p - k)^2 (n-1)p + k + k^2 k_p p + T_{\text{addString}}(q + 3p - 3k, (n-3)p) \).

Since we know that the recursion consists of at most \( \frac{k}{p} \) iterations, we can transform the recursion into a sum as follows.
\[ T_{\text{addString}(q,l=np)} \leq k_0 q^2 l + k p + k_2 k_0 p + k_\rho \sum_{i=1}^{q l} (q + ik)^2 (n - i) p = k_0 q^2 l + \frac{1}{p} k + k^2 k_0 p + k_\rho \sum_{i=1}^{q l} (q + ik)^2 (n - i) p \leq k_0 q^2 l + \frac{1}{p} k + k^2 k_0 p + k_\rho np \sum_{i=1}^{q l} q^2 + k_\rho np \sum_{i=1}^{q l} i^2 p^2 + k_\rho np \sum_{i=1}^{q l} 2 qip = k_0 q^2 l + \frac{1}{p} k + k^2 k_0 p + k_\rho npq^2 \frac{4}{p} + \frac{k_\rho np}{p} q^2 \left( \frac{1}{p} + 1 \right)(2 \frac{1}{p} + 1) + \frac{qpk_\rho n}{p} \left( \frac{1}{p} + 1 \right) + k_0 q^2 l + \frac{1}{p} k + k^2 k_0 p + k_\rho q^2 l + \frac{k_\rho np}{p} q^2 \left( \frac{1}{p} + 1 \right)(2 \frac{1}{p} + 1) + \frac{qpk_\rho n}{p} \left( \frac{1}{p} + 1 \right) + 1. \]

If we substitute \( p \) with \( k \), we have \( \text{addString}(q,l) = O(q^2 l^2 + l^4 + ql^3) \).

**Upper Bound of the Average Case Complexity when the Inferred Automaton Is Deterministic**

We can also compute an upper bound of the average complexity of the kBehavior algorithm to get closer to realistic cases.

In the computation of the worst case complexity, we assume that the length of the prefix of the string that is already accepted by the automaton is empty. However, this prefix is not empty both in the general case and in the average case. In particular, at every iteration, a string to be processed is decomposed into 4 parts: a prefix, which is already accepted by the automaton, a substring \( \rho \) that is already accepted by a subautomaton, a substring \( \mu \) that separates the prefix from \( \rho \) and is not accepted by any subautomaton and a tail \( nu \) of the string. The length of each of these substrings can vary from 0 to \( l \) depending from the specific sample. For instance, if the current trace is already accepted by the automaton, the prefix is the entire string, and the other substrings are empty. If the current trace is accepted from a state different from the initial state, the substring \( \rho \) is the entire string, and the other substrings are empty. Different combinations of these values are possible according to the cases. We do not make hypotheses on the frequency of each decomposition case, and we consider an average length of \( \frac{1}{4} \) for each of these substrings.

Due to the huge number of possible executions of the function pattern and the difficulty in identifying an average case, we do not compute the average complexity that would be quite arbitrary, but we over-approximate the cost of the average case by referring to the worst case of the function pattern:

\[ T_{\text{pattern}}(q,l) = k_0 q^2 l; \]

Updating the addString complexity under this hypothesis, we obtain

\[ T_{\text{addString}}(q,l) = \text{prefix} + T_{\text{pattern}}(q,l-\text{prefix}) + T_{\text{extendFSA}}(0,\mu) + T_{\text{addString}}(q+q_{\text{new}},\nu) \leq k_0 q^2 l + \frac{3k_0 q l}{p} + k + T_{\text{addString}}(q+q_{\text{new}},\nu) \]

Given that

1. \( \frac{1}{4} - k < \frac{1}{4} \), we have \( T_{\text{addString}}(k,\frac{1}{4} - k) < T_{\text{addString}}(k,\frac{1}{4}) \)

2. \( q_{\text{new}} \) is between 0 and \( \mu = \frac{1}{4} \). Assuming a uniform distribution, the average value of the newly added states \( q_{\text{new}} \) is \( \frac{1}{8} \)

We can update the over-approximation of the average case as follow:

\[ T_{\text{addString}}(q,l) < k_0 + \frac{3k_0 q l}{p} + k + T_{\text{addString}}(q+\frac{l}{4},\frac{1}{4}) + T_{\text{addString}}(q+\frac{l}{8},\frac{1}{4}) \]

We unfold the recursion for a few steps, introducing some over-approximations to compute the double recursion. We first consider the single recursive terms,
then we consider their sum, and finally we replace the result in the original expression.

\[ T_{\text{addString}}(k, \frac{1}{2}) < T_{\text{addString}}(q, \frac{1}{4}) \leq \frac{1}{16} + \frac{3k}{8} q^2 + k + T_{\text{addString}}(k, \frac{1}{16}) + T_{\text{addString}}(q + \frac{1}{16}, \frac{1}{16}) < \frac{1}{16} + \frac{3k}{8} q^2 + k + T_{\text{addString}}(k, \frac{1}{16}) + T_{\text{addString}}(q + \frac{1}{16}, \frac{1}{16}) \]

\[ T_{\text{addString}}(q + \frac{1}{16}, \frac{1}{16}) \leq \frac{1}{16} + \frac{3k}{8} q^2 + k + T_{\text{addString}}(k, \frac{1}{16}) + T_{\text{addString}}(q + \frac{1}{16}, \frac{1}{16}) \]

Substituting this result in the above formula we have

\[ T_{\text{addString}}(q, \frac{1}{16}) < \frac{1}{8} + \frac{3k}{8} q + 2k + 2T_{\text{addString}}(k, \frac{1}{16}) + 2T_{\text{addString}}(q + \frac{1}{16}, \frac{1}{16}) \]

We can now compute the number of steps needed by \( T_{\text{addString}} \) to terminate. Note that the iterations above incrementally consider strings of lesser length until reaching a length less than \( k \), which prevents the identification of any pattern and results in adding a tail with a number of transitions corresponding to the number of symbols in the remaining portion of the string. Thus, the recursion is interrupted when \( \frac{1}{4} \leq k \), where \( n \) is the number of executed recursive steps, and then the number of recursive steps is \( n = \log_4 k \).

We are now ready to transform the recursion into a sum.

\[ T_{\text{addString}}(q, l) \leq \sum_{i=1}^{n-1} \frac{1}{16} + \sum_{i=1}^{n-1} \frac{3k}{8} q^2 + \sum_{i=1}^{n-1} 2^i k + \sum_{i=1}^{n-1} \frac{3k}{8} q + k(2^{i+1} - 1) + \frac{3k}{8} q l(2(\frac{3}{4})^{i+1} - 1) < l\left(\frac{3}{4} - \frac{1}{4} \left(\frac{3}{4}\right)^{n+1}\right) + \frac{3k}{8} q (2 - \left(\frac{3}{4}\right)^{n+1}) + k(2^{n+1} - 1) + \frac{3k}{8} q l\left(2 - \left(\frac{3}{4}\right)^{n+1}\right) + \frac{3k}{8} l_0 \left(2 - \left(\frac{3}{4}\right)^{n+1}\right) \]

If we replace \( n \) with \( \log_4 l \), we have

\[ T_{\text{addString}}(q, l) \leq l\left(\frac{3}{4} - \frac{1}{4} \left(\frac{3}{4}\right)^{n+1}\right) + \frac{3k}{8} q (2 - \sqrt{\frac{3}{4}}) + k(2\sqrt{\frac{3}{4}} - 1) + \frac{3k}{8} q l\left(2 - \sqrt{\frac{3}{4}}\right) + \frac{3k}{8} l_0 \left(2 - \sqrt{\frac{3}{4}}\right) \]

We have thus identified the following over-approximation of the average case complexity \( O(ql + l^2) \).
5 Conclusions

This report is a compendium to [1] and it presents an analysis of the complexity of kBehavior, a FSA inference algorithm.

The complexity of kBehavior depends on the number of states in the automaton to be extended with a new trace and the length of the trace to be processed.

The best case complexity corresponds to the case of a trace already accepted by the current automaton. In this case, the trace is processed in linear time \(O(l)\) operations.

The worst case complexity depends on the kind of inferred automaton. When inferring a deterministic automaton, the over-approximated worst case complexity is \(O(q^2l^2 + l^3)\). When inferring a non-deterministic automaton, the over-approximated worst case complexity is \(O(q^2l^2 + l^4 + ql^3)\). These results suggest a high impact on the length of the string. However, empirical results obtained when applying kBehavior to infer models of several open source software systems indicate that the algorithm can also process long strings efficiently [1].

We estimate the over-approximated average complexity to be \(O(ql + l^2)\). The strong dependency on the length of the string is inherited from the worst case complexity, however it is not confirmed by our experiments that indicate better values, as discussed above.
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